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Glossary of Abbreviations 
 
 
API              Application Programming Interface 
CAV Connected and Autonomous Vehicle 
CC Common Criteria 
CCPA California Consumer Privacy Act  
CRA Consumer Rights Act 
DARPA Defense Advanced Research Projects Agency 
DEA Digital Economy Act 
DPA Data Protection Act 
DSbD Digital Security by Design 
EAL         Evaluation Assurance Level 
ECSO       European Cyber Security Organisation 
ECU Electronic Control Unit 
ENISA European Union Agency for Cyber Security 
EPID        Enhanced Privacy ID 
FCA Financial Conduct Authority  
FSMA Financial Services and Markets Act 
GDPR General Data Protection Regulation  
HIPAA Health Insurance Portability and Accountability Act 
HSM Hardware Security Module 
IoT          Internet of Things 
ISO International Organisation for Standardization 
MOD Ministry of Defence 
NIST National Institute of Standards and Technology 
OEM Original Equipment Manufacturer 
OTA Over The Air 
PCI-DSS Payment Card Industry Data Security Standard 
PIPEDA Personal Information Protection and Electronic Documents Act 
POPI Protection of Personal Information 
PRA Prudential Regulation Authority 
PSD2 Payment Services Directive 2 
SHE Secure Hardware Extension 
SME Small and Medium Enterprise 
SOGIS Senior Officials Group Information Systems Security 
TPM Trusted Platform Module 
UNECE United Nations Economic Commission for Europe 
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Executive Summary  
 
The digital society has a significant reliance upon the secure operation of systems and 
machinery, including the hardware present in personal and industrial devices. The volume of 
cyber-physical threats is rising, and their complexity and sophistication have demonstrated 
that attackers have both the intent and ability to exploit vulnerabilities in hardware security 
as part of digital products and services. A review of academic research on regulatory 
frameworks pertinent to hardware security has been conducted. It shows that while progress 
has been significant, with new legislation, standards and regulation on hardware security, the 
approaches taken by policy makers have been disconnected.  
 
Despite hardware security being a recognised area within the overall domain of cyber 
security, as well as the presence of long-established and more recent standards for 
demonstrating aspects of security in related design and implementation of hardware-based 
products and security solutions, it remains an area of potential vulnerability. Common areas 
of weakness have been found to include a lack of use of secure mechanisms, available in the 
platforms, a lack of adherence to good practice in system design, and lack of tamper detection 
capability. The report provides a taxonomy of hardware-related threats and highlights a 
variety of guidance and standards that have relevance in this space.  
 
Two sector specific cases that are explored in more detail address the challenges of highly 
regulated environments, i.e. automotive and Fintech industries. The automotive sector is 
distinct in the view of cybersecurity being intertwined with safety, as the loss of human life is 
at stake. On the other hand, Fintech emerged as an area which is highly compliance driven 
and meeting the regulatory needs is ingrained as a ‘cost of doing business’ and ‘loss 
avoidance’. Both sectors are common in terms of technology being ahead of the regulatory 
efforts by governments, which are slow in realisation but have a profound effect on industry 
player in increasing their security efforts and investment.  
 
Feedback from the stakeholders in governance risk and compliance has been integrated into 
the analysis. It emerges that hardware-focused cybersecurity innovations are overshadowed 
by cost considerations in favour of fast-to-market solutions. In relation to Cheri/Morello 
adoption, integrating new solutions could be delivered via discussions with industry 
associations/regulatory bodies and UK government agencies currently reviewing regulatory 
interventions in hardware assurance levels and security by design.  
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1. Introduction 
 
This report presents the work and findings of a 6-month investigative project examining the 
cybersecurity regulation and policy landscape relating to hardware security in the context of 
Digital Security by Design (DSbD).  It forms part of a wider portfolio of work funded by the 
ESRC-funded Digital Security by Design Social Science Hub+ (Discribe). 
 
The project ran from February to July 2021, and was conducted as a collaboration between 
academics at Aston University and the University of Nottingham. 
 
1.1. Project aim and objectives 
 
The aim of the project was to: 
 

“Carry out research on the regulatory landscape within the UK digital sector, which is 
focused on the design and use of hardware security as part of digital products and services” 

 
In pursuit of this, the accompanying objectives of the project were initially defined as follows: 
 

▪ Outline the regulatory frameworks for the development and adoption of hardware 
security in the UK and discuss related regulatory challenges and opportunities (around 
equality, expectations, investments) as well as barriers and enablers of their adoption 
in both the inter-organisational (e.g. supply-chain) and intra-organisational contexts; 

▪ Review academic research on regulatory frameworks related to hardware security 
within the UK and internationally; 

▪ Examine whether there are different regulatory frameworks and approaches in 
different organisations taking account of different sectors (e.g., public vs private), size 
(e.g. large vs SME) and extent of digitalisation (e.g. born digital versus pre-digital); 

▪ Conduct key stakeholders’ workshops exploring how the Digital Security by Design 
might impact digital security’s regulatory landscape. 

 
It should be noted that throughout the report, the term ‘regulation’ is being interpreted 
broadly, such that it includes legislation, standards, codes of practice and guidelines, and the 
scope may be national, international, and industry led.  Furthermore, regulation can be 
relevant in at least two contexts:  
 

▪ That which places restrictions or requirements on the sector in question (i.e., the 
regulation is relevant, because the sector needs to follow it); 

▪ That which applies to organisations that supply hardware to the sector (i.e., the 
regulation is relevant, because the sector relies on the hardware being compliant). 

 
1.2. Report coverage and structure 
 
The report examines the issue of hardware-related regulation and policy in general terms, as 
well as in the context of selected industry sectors. 
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Beginning with an outline of the nature of the hardware security threat landscape itself, 
Section 2 examines the factors that influence the requirement for security in the hardware 
context, and the relationships between key parties involved.  This is followed by an 
examination of the general regulatory environment in Section 3, with examples of standards 
and good practices that have an influence in a sector-independent context.   
 
Moving beyond the general focus, the investigation also examines the situation and related 
awareness in two sector-specific examples.  Following guidance from the Discribe Hub+ team, 
it was determined that desirable candidate areas to examine would be the automotive and 
financial technology (fintech) sectors.  Both have significant and growing dependence upon 
IT systems, and a corresponding reliance upon secure operation.  Moreover, the ability to 
trust the underlying technology platforms makes them good candidates to benefit from DSbD 
activities.  Case examples relating to both sectors are consequently discussed in Section 4 for 
automotive, and Section 5 for fintech. The latter is also supported by a discussion of the 
findings from a related workshop session conducted with stakeholders, which is presented in 
Section 6. 
 
The last section of the report then takes stock of the findings arising from the entire project, 
highlighting the potential implications for progressing the DSbD agenda. 
 
The main report is supported by a list of the reference sources cited in the text, as well as an 
Appendix containing copies of the materials that were used to plan and deliver the fintech 
workshop session.  
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2. The hardware security landscape 
 
Levine (2021) offers the tenet that “trust starts in silicon”, highlighting the fundamental 
nature of hardware security as an underpinning assumption upon which other security efforts 
will typically be based.  As he goes on to state, one cannot architect a secure system on a 
compromised base, and unlike software (where vulnerabilities can be patched) there is no 
opportunity to retrofit a fix to compromised hardware; affected devices need to be replaced.   
 
Levine’s comment and observations are framed around the design and production of 
integrated circuits in the supply of semiconductors.  However, the consideration of hardware 
security can span multiple levels of design, production and deployment, depending upon your 
perspective and position in the process.  For example, each of the following contexts has a 
clear relationship to the notion of ‘securing the hardware’, but each is distinct in terms of 
what needs to be safeguarded and how this would be achieved: 
 

● Design and fabrication of components (where there is a need to ensure that the 
process itself is not compromised); 

● Obtaining hardware components through the supply chain (where supplies need to 
originate from trusted sources and arrive free of interference); 

● Design of products incorporating Original Equipment Manufacturer (OEM) 
components (where there are again issues of ensuring that the design and production 
of the wider device is not compromised); 

● Selection and deployment of hardware (where an end-user organisation is looking to 
ensure that it can identify and procure devices with sufficient security and assurance). 

 
The recognition of these issues is by no means a new occurrence.  For example, Fazzari and 
Narumi (2019) provide a good summary of efforts at the IC and microelectronics level that 
trace efforts back to 1974, and track things through to more recent initiatives such as DARPA’s 
Trusted, Uncompromised Semiconductor Technology (TrUST) 2  programme.  Meanwhile, 
recent and timely recognition of the significance of hardware-level protection is illustrated by 
Microsoft’s decision to require that end systems have a TPM (Trusted Platform Module) chip 
in order to run Windows 11 (Weston, 2021).   In this case the move was at least in part driven 
by a rise in firmware level attacks (e.g., targeting credentials and encryption keys), with 
findings suggesting that 83% of businesses had experienced a firmware attack in the previous 
two years (Microsoft, 2021), and a recognition that hardware-level safeguard would be raise 
the bar against related attackers. 
 
2.1. A summary of hardware-centric threats 
 
The hardware threat landscape is broad in scope, as illustrated by the mind map summary in 
Figure 1 – produced by ENISA (2017).  The majority of these threats can at least partly be 
linked back to considerations at the design stage (the main exception being the Damage 

                                                
2  It should be noted that the same DARPA programme is varyingly referred to as TRUSTed Integrated Circuits, 

TRUST in Integrated Circuits, and TRUST.  
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category, but there are further individual items within other categories for which design-stage 
actions would have little or no bearing).   
 
 

 
(Source: ENISA, 2017) 

Figure 1:  ENISA hardware threat mind map. 

 
Quoting directly from the ENISA source, outline descriptions of each of the main categories 
depicted in the figure are provided as follows: 
 

▪ Nefarious activity/abuse (NAA): This threat category comprises intended actions that 
target IT systems with the purpose to steal/modify/tamper with/destroy assets;  

▪ Eavesdropping/Interception/Hijacking (EIH): This threat category comprises actions 
striving to access communication in an unauthorized way;  

▪ Physical attacks (PA): This threat category comprises actions which aim to destroy, 
expose, alter, disable, steal or gain unauthorised access to physical assets as defined 
above; 

▪ Damage (DAM): This threat category comprises intended actions which result in 
destruction, harm, or injury of property or health and can result in a loss of 
value/function;  

▪ Unintentional Damage (UD): This threat category is comparable to DAM, however the 
impact is the result of an unintentional action; 

▪ Failures or malfunctions (FM): This threat category comprises unwanted behaviour of 
an IT system affecting the ability to execute the desired function; 
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▪ Outages (OUT): This threat category comprises events leading to 
unexpected/undesired disruptions in the delivery (quality) of services – which are not 
limited to IT services; 

▪ Disaster (DIS): This threat category is defined as serious disruption of the functioning 
due to some physical or man-made disaster; 

▪ Legal (LEG): This threat category comprises legal actions of third parties with the 
potential effect to impact assets in numerous ways. 

 
The full ENISA report goes on to provide a more detailed description of each of the threats, 
including consideration of potential effects and affected assets.  However, this is considered 
out of scope for the current report, and in this context, it is sufficient to know that the need 
for hardware security by design is motivated from several directions and drivers. 
 
Looking specifically at hardware as a route for intentional compromise, recent draft work 
from NIST highlights that increased attention to software and application-level security is 
causing attackers shift focus towards firmware and hardware levels.  This leads to multiple 
resulting threats, highlighted as including the following (Bartock et al. 2021): 

● “Unauthorized access to and potential extraction of sensitive platform or user data, 
including direct physical access to dual in-line memory modules (DIMMs) 

● Modification of platform firmware, such as that belonging to the Unified Extensible 
Firmware Interface (UEFI)/Basic Input Output System (BIOS), Board Management 
Controller (BMC), Manageability Engine (ME), Peripheral Component Interconnect 
Express (PCIE) device, and various accelerator cards 

● Supply chain interception through the physical replacement of firmware or hardware 
with malicious versions 

● Circumvention of software and/or firmware-based security mechanisms” 

The resultant layered safeguards that are suggested in the NIST report, including Platform 
Integrity Verification – via approaches such as Hardware Security Modules and Trusted 
Platform Modules – rely on the security of these underlying components.  Thus, while not 
mentioned by name in the NIST draft, DSbD is implied as an underlying basis for trusting these 
elements. 
 
2.2. Relationships and responsibilities in hardware security  
 
Drawing upon four earlier ‘Doctrines of Cybersecurity’ proposed by Mulligan and Schneider 
(2011) – the doctrines of prevention, risk management, security as a public good, and 
deterrence – more recent work from Hastings and Sethumadhavan (2020) proposes a 
Doctrine of Shared Burdens for Hardware Security.  They propose that a series of relationships 
exists between various involved parties as depicted in Figure 2.  In the context of security by 
design, the most relevant players here are the Vendors and Authorities.  The former are the 
parties designing and building the products3, and have the ‘burden’ of the costs associated 
                                                
3  As such, the term Manufacturer may be more appropriate than Vendor, but the text retains the vocabulary 

used in the source paper. 
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with ensuring that these are secured against exploitation.  This is essentially in line with the 
Doctrine of Prevention, and arguably susceptible to failure because vendors may be 
motivated by opposing incentives (e.g., market advantage by releasing products that appear 
earlier, but with less security).  This leads to the regulatory role for an Authority, which may 
be represented by government bodies, but could also be regulatory groups for related 
industry sectors (one of the proposed ‘takeaways’ from Hastings and Sethumadhavan’s paper 
is that trade organisations and standards committees can fulfil this role). 
 

 
 

(Source: Hastings and Sethumadhavan, 2020) 
 
Figure 2:  Relationship between different 'players' in the context of hardware security.   

 
2.3. Hardware security supply chain risk 
 
The compromise of components during manufacture or transportation is a potential threat in 
the supply of physical products.  It is a particularly relevant concern in the context of securing 
the hardware for two reasons: an adversary targets the weakest link in the chain, and a 
compromise could lead to fundamental vulnerabilities being embedded within deployed 
devices.  Additionally, a small number of countries essentially hold a monopoly in the device 
component sector, which has implications for the feasibility and impact of compromise within 
the supply chain. 
 
In practice, a lack of attention toward security within the supply chain is not solely a problem 
relating to the hardware perspective.  For example, a more general 2019 study from Dun & 
Bradstreet drew upon responses from 630 procurement and compliance professionals and 
revealed that almost half (48%) had not implemented a cyber risk approach in relation to third 
parties (Dun and Bradstreet, 2019).  This was despite cyber security being cited as the top 
concern amongst the respondent group.  However, the report went on to specifically identify 
the lack of clear global standards as an obstacle to effective screening of suppliers (resulting 
in each organisation being left to determine and decide its own approach on how to approach 
the issue).  Given that this concerns dealing with cyber security in the supply chain in general, 
it is unreasonable to assume that hardware security – an area that generally receives less 
explicit attention – would receive more attention.  Ideally, hardware security receives extra 
emphasis in the supply chain context, given that any resulting vulnerabilities would be 
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exceedingly difficult to identify, resolve and/or eradicate once they are present within 
deployed devices.  
 
Considering what organisations in general ought to be doing in this space, Wood identifies 
the following ten ‘best practices ’for designing a strong supply chain (noting that they are 
listed below in the order presented by the original source, and readers are referred to the 
source for more detailed accompanying description) (Wood, 2020): 
 

1. Perform a risk analysis of the business; 
2. Create and maintain an inventory of third-party hardware providers; 
3. Identify the devices that provide business-critical functionality and services; 
4. Perform a third-party risk assessment on each critical provider/device; 
5. Establish a communication plan with each critical provider; 
6. Build and maintain a software dependency tracker for your organization's hardware; 
7. Establish an assessment process for third-party hardware that is delivered to your; 

organisation; 
8. Conduct ingress and egress filtering; 
9. Request documentation and proof of assessment for devices that implement critical 

infrastructure; 
10. Understand the vendors' supply chains as part of the system selection process. 

 
Examining the list, it is apparent that some of these points (particularly items 1 and 8) seem 
to relate to the organisation’s security posture more generally rather than specifically relating 
to security in the supply chain.  It is also apparent that the ordering of the list does not strictly 
relate to the order in which the items would become relevant in practice.  While item 1 can 
be considered as an overarching starting point, the other aspects come into play at different 
points in the supply and deployment of devices: 
 

▪ Items 2, 4, 5, 7, 9 and 10 are elements that ought to be established as part of the 
organisation’s supplier selection and procurement processes;   

▪ Items 3, 6 and 8 ought to be applied to any devices procured and deployed within the 
organisation.    

 
While it is difficult to argue with the logic behind the recommendations and the value of such 
controls, there is no clear incentive for any individual organisation to follow them.  If they are 
to become embedded within normal supply chain operations, then they need to be reflected 
in a more explicit standard or code of practice to more formally govern the activities, as 
opposed to a series of best practice tips.   
 
Supply chain security requirements are expressed within the ISO/IEC 27002 code of practice 
for information security controls, with the following provisions being amongst those 
highlighted within the implementation guidance (ISO, 2013): 
 

▪ “for information and communication technology services, requiring that suppliers 
propagate the organization’s security requirements throughout the supply chain if 
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suppliers subcontract for parts of information and communication technology service 
provided to the organisation; 

▪ for information and communication technology products, requiring that suppliers 
propagate appropriate security practices throughout the supply chain if these 
products include components purchased from other suppliers; 

▪ implementing a monitoring process and acceptable methods for validating that 
delivered information and communication technology products and services are 
adhering to stated security requirements; 

▪ implementing a process for identifying product or service components that are critical 
for maintaining functionality and therefore require increased attention and scrutiny 
when built outside of the organization especially if the top tier supplier outsources 
aspects of product or service components to other suppliers; 

▪ obtaining assurance that critical components and their origin can be traced 
throughout the supply chain; 

▪ obtaining assurance that the delivered information and communication technology 
products are functioning as expected without any unexpected or unwanted features; 

▪ defining rules for sharing of information regarding the supply chain and any potential 
issues and compromises among the organization and suppliers.” 

 
While the points are not being made with explicit reference to hardware components, they 
do apply to hardware. As such, they clearly fall within the intended scope.   
 
However, as things currently stand, even the attention to supply chain security in general is 
notably lacking.  For example, the UK Cyber Security Breaches Survey 2021 indicates that only 
5% of UK businesses formally consider the risks of their wider supply chain, and even in large 
firms the figure is still only 20% (DCMS, 2021).   
 
The effect of supply chains on organisations is so profound, that the National Cyber Security 
Centre (NCSC) has developed the Supply Chain Security Guidance (NCSC, 2018). While this 
refers to the digital supply chain security across data processing and interconnected software 
systems, it also encompasses principles of assuring hardware security.  Developing the 
guidance further, the NCSC also offers support to organisations by providing a template 
Supplier Assurance Questionnaire, providing avenues for the discussions between the 
supplier and customer around effective cyber risk management practices (NCSC, 2020). 
Several priority areas are defined aimed to help assure that their suppliers have put 
appropriate cyber security mechanisms in practice, including measures around security 
governance and responsibility, as well as independent testing and assurance.  These are 
clearly relevant issues to consider in the context of hardware adoption and/or related 
component procurement. 
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3. Existing standards and regulations in hardware security  
 
Typical standards and regulations focus on a specific application, domain or technology.  After 
all, a particular business should be able to easily find regulations relating to their operations.  
The distinction is, therefore not typically drawn around ‘hardware security ’versus security of 
other aspects.  Nevertheless, within set regulations, there are explicit references to hardware 
security, as well as implicit ones. 
 
Explicit references to hardware security can relate to good practices with respect to the 
security requirements and security support of hardware.  They can relate to the security 
within specific devices; allowing more targeted technological requirement, aimed at concrete 
threats for the specific devices.  Or they can relate to labelling devices, pushing for 
transparency throughout the supply chains. 
 
The implicit references are, in a sense, more numerous. Any technical security requirement 
must, to some extent, be a hardware security requirement too. This claim is based on the 
observation that if the hardware is compromised in the right way, then it can be made to 
behave as the attacker intends.  Specifically, according to, e.g., Baumgarten et al. (2011), 
Trojans can be inserted in every step in the supply chain, varying from undocumented 
components, to broken random number generation crippling cryptographic function. Trojans 
are powerful tools that are often used as the basis of all kinds of attacks.  Hence, any form of 
security (implicitly) presupposes hardware security.4 
 
3.1. Related standards 
 
There are a number of standards that have relevance in the context of IT products and the 
security of the elements within them.   
 
3.1.1. SOGIS-MRA 
 
To give it the full name, SOGIS-MRA is the Mutual Recognition Agreement the Senior Officials 
Group (SOGIS, 2010).  In the context that it is relevant to this study, the aim of the agreement 
is to improve the availability of evaluated, security-enhanced IT products, and to ensure that 
ensure that evaluations are performed to high and consistent standard.   
 
It is focused on hardware at product level rather than underlying components, and identifies 
two key technical domains, with the following definitions quoted as follows (SOGIS, 2011): 
 

- Smartcards and Similar Devices - for smart cards and similar devices where significant 
portions of the required security functionality depend upon hardware features at a 
chip level (e.g., smart card hardware/ICs, smart card composite products, TPMs used 
in Trusted Computing, digital tachograph cards, etc.) 

                                                
4  In fact, the industry partners we had contact with within the project seemed to be most focused on these 

implicit requirements on hardware security that arise from the more general security standards and 
regulations. 
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- Hardware Devices with Security Boxes - for products produced from a series of 
discrete parts on one or more printed circuit boards whereby significant proportions 
of the required security functionality depend upon a hardware physical envelope with 
countermeasures (a so-called "Security Box") against direct physical attacks (e.g., 
payment terminals, tachograph vehicle units, smart meters, Hardware Security 
Modules, etc.) 

 
Further documents are indicated within each domain, each of which provides supporting 
material for the evaluation of related products.   
 
3.1.2. Common Criteria 
 
The Common Criteria scheme is an established approach for assessing the security 
functionality has been tested within the design, development and implementation of 
hardware, firmware and software products (Common Criteria, 2017). 
 
For the purposes of this study, a key aspect of relevance with the Common Criteria approach 
is the use of Evaluation Assurance Levels (EALs), which provide an indication of the rigour and 
extent to which a given product has been evaluated: 
 

- EAL1: Functionally tested 
- EAL2: Structurally tested 
- EAL3: Methodically tested and checked 
- EAL4: Methodically designed, tested and reviewed 
- EAL5: Semiformally designed and tested 
- EAL6: Semiformally verified design and tested 
- EAL7: Formally verified design and tested. 

 
The resulting EAL rating provides a basis for comparability of products, assessed via 
independent evaluations. From the ‘rules of thumb ’presented in guidance form the German 
Federal Office for Information Security, hardware-based products would be expected to aim 
for EAL4 and above (Federal Office for Information Security, 2007). 
 
The CC provides the basis for the Common Criteria Recognition Arrangement, enabling 
international certification and recognition of CC-assessed products across 31 participating 
countries (17 as certificate authorising members, and 14 as certificate consumers only)5 and 
is currently being used by ENISA as the foundation for the EU Cybersecurity Certification 
scheme (ENISA, 2020), which in its turn supersedes the SOGIS-MRA. 
 
3.1.3. Security of hardware components within devices 
 
One of the fundamental requirements in providing an assurance in relation to a given device 
will be the ability to understand and verify the security of the various hardware components 
that may be within it.  These are likely to come from diverse sources, and so the overall 
assurance depends upon being able to appropriately decompose and track these, with the 

                                                
5  See https://www.commoncriteriaportal.org/ccra/members/ for details. 

https://www.commoncriteriaportal.org/ccra/members/


 

13 

ideal situation ultimately being that each can be traced back to a DSbD-compliant point of 
origin.   
 
In the United States, the National Institute of Standards and Technology and the National 
Cybersecurity Center of Excellence have conducted a project to demonstrate how 
organisations can verify that the integrity of components within their acquired computing 
devices.  As summarised in the Abstract of the final report, there are three elements within 
the work (Diamond et al., 2020): 
 

1. how to create verifiable descriptions of components and platforms; 
2. how to verify devices and components within the single transaction between an OEM 

and a customer; 
3. how to verify devices and components at subsequent stages in the system life cycle in 

the operational environment.  
 
Even this brief list illustrates the non-trivial breadth of the challenge, and the fact that it 
extends from the initial identification of relevant components through to ensuring their 
ongoing integrity in operational contexts.  Such tight control is unlikely to represent normal 
practice in most environments, as evidenced by the earlier survey findings presented in 
relation to risk assessment within supply chains.  While manufacturers themselves might be 
expected to have more explicit control and tracking of their components, it is not typical for 
such details to be routinely passed onwards to end customers. 
 
Nonetheless, NIST guidance for Federal Information Systems and Organizations suggests the 
use of an ‘Information System Component Inventory’ as part of wider Configuration 
Management controls (Boyens et al., 2015).  While not exclusively targeting hardware, this is 
stated to include ‘hardware inventory specifications ’and it is suggested that it is done to “the 
level of granularity deemed necessary for tracking and reporting”.  Within the illustrative 
discussion in the NIST guidance this is expressed as including manufacturer, device type, 
model, and serial number.  However, it is easy to envisage a more granular level being 
appropriate for organisations that wish to more specifically understand the provenance of 
the devices/components in use. 
 
3.2. Current good practice guidance 
 
Consideration of material that currently exists as good/best practice guidance is relevant 
insofar as this often has the potential to inform later standards and requirements (a good 
example in this context being the ISO 27000 series, which has its origins in a UK Department 
of Trade and Industry code of practice from the mid-1990s, and quickly progressed to 
becoming a British Standard, then an International Standard, and ultimately an extensive 
standards series). 
 
ENISA’s 2017 Hardware Threat Landscape and Good Practice Guide provides a series of 16 
specific measures, which are summarised in Table 1 (noting that the source report 
accompanies these details with descriptions, as well as references to further sources from 
which the guidelines were derived).  The full list is presented for completeness (and in the 
same order as listed in the source document), but the applicability of the different items 

https://csrc.nist.gov/publications/detail/sp/800-53/rev-5/final
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clearly varies depending upon the type of hardware/device concerned, as well as whether 
they are related to pre- or post-market phases of the lifecycle.  In the context of the current 
study, the most relevant points are clearly those that have Developers within the target 
audience, but even here some aspects (e.g., Language Security) are not relevant for this 
investigation.   
 

Guideline Target audience 

Minimal Hardware Access Developers 

Lock Logical Access Developers, Vendors 

Secure Embedded Design and Development Lifecycle Developers 

Firmware Tamper Detection  Developers, Vendors 

Secure Update/Modification Management Developers 

Support Secure Development and Verification Standards Vendors, Industry 

Open Security Validation Developers 

Avoid Backdoor and/or PhoneHome Functionality Vendors, Industry 

User Awareness Process Vendors, Industry 
Secure Key Storage Vendors, Industry, 

Developers 

Platform Security Mechanisms Developers 

Establish Chain of Trust Developers 

Language Security Developers 

Secure by Default Developers 

Encryption of Data at Rest and in Transport Developers 

Remote Wiping Developers 
(Source: ENISA, 2017) 

Table 1:  ENISA good practice measures for hardware security. 

 
The 2017 ENISA report conducted a gap analysis comparing the recognised threats to current 
good practice. They concluded that while various standardization bodies were covering both 
IT security in general and hardware development in general, the intersecting area of hardware 
security remained – at the time - a new field.  As such, one of the key recommendations 
arising from the report was the need to ‘use and contribute to standards’, recognising that 
industry/de-facto standards needed to be progressed to provide comprehensive baseline 
protection levels.  While the field is now correspondingly older than it was at the time of the 
report, the recommendations remain broadly relevant (as is reflected in some of the later 
discussion of the case examples in this report). 
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3.3. Security within specific devices 
 
When examining the security provisions within hardware-focused products, IoT devices 
emerge as a particular context in which significant focus is emerging.  This is at least in part 
motivated by the recognised deployment of IoT technologies that have proven to be 
vulnerable (either due to a lack of security by design, or as a result of subsequent poor 
configuration), and which have in turn led to exploitation and resultant breaches.  While the 
most widely recognised example was the Mirai malware in 2016, which targeted vulnerable 
IoT devices and enlisted them into botnet activities (Williams, 2016), it is far from the only 
case.  In addition to numerous further malware examples, there have also been cases of such 
devices been instances of corporate IoT devices being compromised in more targeted attacks.  
As an example, in 2019, Microsoft reported cross-sector attacks by an ‘activity group ’called 
STRONTIUM that had targeted vulnerable IP phones, printers and video decoders across 
multiple locations (MSTIC, 2019). 
 
The vulnerability of IoT devices has prompted a variety of resultant activity in relation to 
guidance, standards and (to some extent) regulation.   A good example again comes from the 
National Institute of Standards and Technology, which has released the NISTIR 8259 series of 
Interagency/Internal Reports, as follows: 
 

- NISTIR 8259 - Foundational Cybersecurity Activities for IoT Device Manufacturers 
(Fagan et al., 2020a); 

- NISTIR 8259A - IoT Device Cybersecurity Capability Core Baseline (Fagan et al., 2020b); 
- NISTIR 8259B - IoT Non-Technical Supporting Capability Core Baseline (Fagan et al., 

2020c); 
- NISTIR 8259C - Creating a Profile Using the IoT Core Baseline and Non-Technical 

Baseline (Fagan et al., 2020d); 
- NISTIR 8259D - Profile Using the IoT Core Baseline and Non-Technical Baseline for the 

Federal Government (Fagan et al., 2020e). 
 
The main standard addresses the so-called foundational activities for manufacturers and 
presents a set of pre- and post-market cybersecurity aspects that they should be considering 
in their provision of IoT devices.  Specific reference is made to the need to identify required 
cybersecurity capabilities as early as feasible in device design processes, so that they can be 
considered within related hardware and software design decisions. 
 
Highlighted amongst the pre-market considerations are several points that are relevant to 
influencing and informing design decisions: 
 

- Should an established IoT platform be used instead of acquiring and integrating 
individual hardware and software components? 

- Should any of the device cybersecurity capabilities be hardware-based? 
- Does the hardware or software (including the operating system) include unneeded 

device capabilities with cybersecurity implications? If so, can they be disabled to 
prevent misuse and exploitation? 

- How can customers verify hardware or software integrity for the IoT device? 
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The guidance outlines the implications relating to each of these questions, and the 
manufacturer’s consequent decisions will of course have implications for the security in the 
resulting device design. 
 
By contrast, few hardware-related questions are raised in relation to the post-market phase, 
but the following highlighted consideration clearly has a relevant link back to the choices 
made at the design phase: 
 

- What information do customers need about the sources of the device’s software, 
hardware, and services? 

 
The four further documents then build around this, with 8259A being of potentially the most 
direct relevance to the current discussion.  Specifically, this standard covers a technically 
focused core baseline, which it defines as “a set of device capabilities generally needed to 
support common cybersecurity controls that protect an organization’s devices as well as 
device data, systems, and ecosystems”, the stated aim of which is then “to provide 
organizations a starting point to use in identifying the device cybersecurity capabilities for 
new IoT devices they will manufacture, integrate, or acquire”. 
 
Quoting further from the standard itself, the specific capabilities that are identified within the 
baseline are listed as follows: 
 

- “Device Identification: The IoT device can be uniquely identified logically and 
physically; 

- Device Configuration: The configuration of the IoT device’s software can be changed, 
and such changes can be performed by authorized entities only; 

- Data Protection: The IoT device can protect the data it stores and transmits from 
unauthorized access and modification; 

- Logical Access to Interfaces: The IoT device can restrict logical access to its local and 
network interfaces, and the protocols and services used by those interfaces, to 
authorized entities only; 

- Software Update: The IoT device’s software can be updated by authorized entities only 
using a secure and configurable mechanism; 

- Cybersecurity State Awareness: The IoT device can report on its cybersecurity state 
and make that information accessible to authorized entities only.” 

 
Several of these can be clearly related to the hardware design and provisions within the 
device concerned, and so there are implications tracking back to the choice of device 
components and the design into which they are combined. 
 
Looking at how requirements can then translate into legislation, a notable US example comes 
from the California Legislature, with Senate Bill 327 on the information privacy of connected 
devices.  This introduced a requirement that, from the start of 2020, manufacturers of 
Internet-connected devices must:  
 

“equip the device with a reasonable security feature or features that are 
appropriate to the nature and function of the device, appropriate to the 
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information it may collect, contain, or transmit, and designed to protect the device 
and any information contained therein from unauthorized access, destruction, use, 
modification, or disclosure” (California Legislature, 2018).  

 
Again, while not specifically or solely addressing the hardware perspective, the Bill has a clear 
relevance in this context in order to ensure that the connected device has the necessary 
facilities and safeguards incorporated within its design. 
 
While this specific example again originates from the United States, it arguably has the 
potential to become a model for similar provisions elsewhere.  
 
3.4. Device labelling 
 
Alongside having been designed and implemented securely, there is also a consideration of 
how this information can be communicated onwards to the adopters and users of technology 
further down the chain.  Looking at this from the perspective of end-users, the European 
Cyber Security Organisation (ECSO) highlights the need for trust labels to be applied alongside 
the certification of products (ECSO, 2016).  It also recognises that, rather than a single label 
to denote that the product is ‘secure’ there need to be distinct levels label according to the 
level of security provided (the report gives the example of G to A+++).  
 
ECSO does not suggest that there should be any legal or regulatory obligation for customers 
or companies to buy higher labelled products, but believes that the presence of labels would 
inform decision making and lead to better choices.  At the same time, the ECSO study does 
not present an actual example of what the Trust Labels would look like in practice, and there 
is not current a specific standard for manufacturers to apply and consumers to refer to.  
However, it is possible to identify related emerging work in other domains, such as the IoT 
Security and Privacy label from researchers at Carnegie Mellon University and the University 
of Washington (Emami-Naeini et al., 2021).  In this particular case, as illustrated in Figure 10, 
the label adopts a two-layer approach, with a primary layer aimed at conveying information 
to consumers (e.g., displayed on packaging or on websites), and secondary layer offering 
more detailed information for experts (and accessed online via a link or QR code, as shown in 
the figure). 
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(a) (b) 
(Source:  Carnegie Mellon University) 

 
Figure 3:  IoT Security & Privacy label example, showing (a) primary layer and (b) secondary layer. 

 
Linked to the ability to identify and represent the trustworthiness of hardware components 
that are utilised within other products as part of the supply chain, Hoque et al. (2020) propose 
the potential for a Trust metric to enable comparison of the countermeasures used within 
hardware design/production.  Unfortunately, however, the concept is not explored in any 
depth within the work concerned and is not supported by any direct indication of how it 
would be implemented and utilised. 
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4. Case example: Automotive sector 
 
The digitalisation of vehicle technologies and systems has triggered huge changes in the 
sector. Current cars have more than 150 electric control units and they embed up to 100 
million lines of software code, which could triple by 2030. These advancements come with 
higher cybersecurity risks, since hackers could access the vehicle data and electronic systems 
threatening the vehicle safety and the customers' privacy (UNECE, 2020).  There are specific 
systems closely connected to the core physical characteristics of the vehicle; at the same time, 
the user-accessible systems contain the personal and confidential information. If any of these 
systems are compromised, the vehicle’s information and control sector is at danger and the 
risk of damage or theft is high. In response to this scenario, since the advent of basic 
technologies like vehicle alarms and keyless access, security has gone a long way. Now the 
security elements in automobiles must not just encompass the data protection and physical 
access but also include the safety systems which are critical such as power steering and drive 
by wire braking system. Since the control system or modules of automobiles is getting highly 
integrated, there is no such thing as safety without security (Soja, 2014).  
 
4.1. Practices and Principles of Hardware Security in Automotive Industry 
 
Suppliers, dealers, drivers, owners and manufacturers of automobiles today face an 
undeniable and clear threat of cyber-attacks, particularly relevant for Connected and 
Autonomous Vehicles (CAVs). Growth in the automotive industry, vehicle- to-
infrastructure/vehicle connectivity, and advancement in autonomous driving makes data 
privacy and computer security cornerstones for customer confidence and the automobile 
industry’s continuation and success. Software and hardware play a significant role in 
automobile safety, functionality and value; from stability control to electronic fuel injections, 
theft prevention and navigation (McAfee, 2017). 
 
The security of CAVs depends on software and hardware components. However, the security 
of software components often depends on the security of the underlying hardware. For 
example, an in-vehicle communication network relies on the array of electronic control units 
(ECUs), sensors, actuators and interfaces. While the main goal of a CAV is to minimise road 
accidents and loss of life due to human error, another set of vulnerabilities is introduced while 
designing and manufacturing CAVs with inherent defects or vulnerabilities (Sheehan et al., 
2019).  
 
Automobile safety can be classified into active and passive safety. The objective of active 
safety is to prevent crashes, while the objective of passive safety is the safety of passenger or 
occupant in event of an accident; passive safety is also known as crash worthiness. Multiple 
possible risks in an automobile are continually monitored by active safety features. If a 
problem arises, continuous working active safety features rectifies the problem 
automatically. Active safety systems and devices are almost mostly automated and improve 
the level of protection in a car. Some of the basic active safety systems are braking system, 
visibility, cruise control, minor design aspects, lane departure warning, electronic stability, 
door open warning, park assist, reverse assist, and dashboard warning signals (Hamsini and 
Kathiresh, 2021).  Compromised hardware can negatively impact safety features. 
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Figure 4 shows known areas of CAV vulnerabilities, attack vectors and surfaces. Most cyber-
attacks are perpetrated through the CAV software systems to compromise behaviour of the 
vehicle physical/hardware components. 
 

 
(Source: Sheehan et al., 2019) 

 
Figure 4: Overview of cyber-attack types, attack vectors (or modes) and CAV attack surfaces.  

 
According to Sheehan et al. (2019), cyber risk for cyber-physical systems (such as CAVs), does 
not conform to the traditional definition of the probability of the financial or reputational loss 
due to subversion of technology. They highlight that the asset in the case of CAVs which needs 
protection from cyber-physical threats is ultimately the human life. Therefore, cyber security 
of the CAV, consisting of software and hardware elements, needs to be assured from the road 
safety perspective. This report therefore considers regulatory instruments aimed at safety of 
CAVs as well as compliance practices aimed specifically at cyber security.  
 
To protect the buses and ECUs, several hardware security building blocks are employed in a 
variety of ways. Some of the hardware security features and practices are software attested 
secure boots, software attested keys for the automobiles, examined digital signatures which 
helps in detecting manipulation in boot loaders and any tampering with the files are quickly 
detected too. The invalid or manipulated files are prevented from being executed, 
establishing a secure basis for the ECU's operation long before it is infected by altered data 
(Hamsini and Kathiresh, 2021).  
 
The computer security industries have developed a vast range of hardware security building 
blocks which provides security to the ECUs and buses. Trusted execution technologies (e.g. 
TPM) are a particularly good example of a hardware security system.  This technology makes 
use of cryptographic methods to generate a unique identification for every permitted feature 
in an automobile. This unique identification allows a precise comparison of the parts of a 
start-up environment against well-known valid sources and successfully halts the execution 
of code that is not original and does not match with original coding (McAfee, 2017).  
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Another hardware security feature is tamper-protection. This feature encrypts the most 
valuable information and data in automobiles, such as encryption keys, account credential, 
intellectual property and other critical information at compile time.  The information is only 
decrypted when it is required during a brief execution window. Tamper-protection also 
prevents reverse engineering of important information. Another main hardware security 
feature is cryptographic acceleration, which offloads encryption tasks to specialized 
hardware, and boosts the cryptographic performance (Intel and McAfee, 2015). 
 
There are two other hardware security features which are considered vital in terms of overall 
security of automobiles: The first one is active memory protection which helps in Prevents 
buffer overflow circumstances that might be exploited by malicious code by incorporating 
pointer-checking capabilities into hardware. The second one is identity of device directly on 
automobile or device, this feature Allows manufacturers to identify each device's unique 
identity, allowing for secure identification and barring unauthorized devices from accessing 
the automakers' network or systems. Intel EPID (Enhanced Privacy ID), which may be 
incorporated into Intel and other CPUs, maintains anonymity by enabling devices to be 
confirmed as part of a group rather than by their unique identifier (McAfee, 2017).  
 
The UK government has also set out some principles for security systems in the automotive 
industry. These principles are created by the Centre for the Protection of National 
Infrastructure (CPNI) with the help of the Department of Transport UK. These principles are 
especially designed for the automotive industry, ITS and CAV ecosystem including their supply 
chains. There are mainly 8 principles. Principle one suggests that the security of an 
organization is governed, owned, and promoted at the board stage. Principle two focuses on 
the need for proper assessment of security risks and their appropriate and proportionate 
management which also includes the security risks which are specific to the supply chain. 
Principle three emphasizes on the aftercare of the product which is already provided by 
automotive companies and regular check-up of security features just to make sure that the 
systems are secure throughout their lifetime (HM Government, 2017).  
 
Principle four suggests that the combined working of all companies involved, suppliers, sub-
contractors, and even the third parties would enhance or upgrade the security of systems 
which would also be lucrative for all the parties that are involved in the automotive business. 
Principle five focus on the importance of design and approach automakers to design the 
systems in such a way that the security is insured in the design stage which is also known as 
design-in-depth approach. Principle six focuses on the coding practices and the importance 
of secure software systems and their management throughout the lifecycle of automobiles. 
Principle seven entirely focuses on storage and transmission of data, since the data stored on 
vehicles is confidential on which the security of the vehicle depends therefore the incoming 
and outgoing of communication and data transferred must be done securely and should be 
controlled fully by the sender and recipients. Principle eight focuses on the automation of 
security features in an automobile, the systems which are designed by automakers should 
withstand or be able to recover from an attack instantly by themselves and respond in an 
appropriate manner when its sensors or defence system is down or not working properly (HM 
Government, 2017). It is possible to highlight that among the abovementioned Principles, the 
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2, 4 and 5 would be collectively working in support of DSbD, and provide the foundation for 
upholding some of the other principles (e.g. 6-8). 
 
4.2. Regulations, Guidelines and Standards for Hardware Security in Automotive 
 
Efforts are being made around the world to improve and regulate automotive security. In the 
present times, many countries have legislative proposals such as proposals by United States 
Congress, China’s ICV Initiative, European Union Cybersecurity act and new guidelines for 
automotive manufacturers in Japan by JASPAR. These standards and guidelines share a focus 
on improving cybersecurity in the automotive industry through compulsory regulation 
(Escrypt and KPMG, 2020). 
 
Regulation that is being introduced is further increasing the emphasis on cyber security and 
hardware security for vehicles, and it is increasingly trying to harmonise and standardise 
national regulations.  To manage and ensure vehicle security, the United Nations (UN) has set 
up an organization named The World Forum for Harmonization of Vehicle Regulations, which 
is often known as WP.29. This organization is within the institutional framework of the UN, 
and it functions as a platform, which is global, allows free debate and set out the standards 
and regulation for the motor vehicles. Apart from this there are two other big entities, who 
work together and define the management system in automotive security (i.e., International 
Organization for Standardization (ISO) and SAE International). The most recent and awaited 
UN regulations on cybersecurity and update for vehicle improvement has been adopted by 
UNECE World Forum for Harmonization of Vehicle Regulations in agreement with 54 
Countries including EU, Japan and South Korea (UNECE, 2021).   
 
The new adopted regulations will come into force by 2022. The first regulation that is to be 
adopted, UNECE WP.29 TF-CS/OTA, makes it necessary for vehicles to be approved by 
cybersecurity.  It has two basic requirements, the first of which is the operating of certified 
cybersecurity management system (CSMS) and the applicability of CSMS in all sorts of vehicle 
types at the time of approval. The second regulation which is regulated by UNECE alongside 
TF-CS/OTA is ISO/SAE 21434 which is a standard for cybersecurity of the automobiles, and it 
is already within the International Organization for Standardization (ISO) and the other 
organization called SAE International. ISO/SAE 21434 is similar to the CSMS and the main 
focus of this is over the security organization to defend automobiles from cyber assaults, this 
standard emphasizes on having an appropriate security organization and having suitable 
methods throughout the vehicle's life cycle (Escrypt, 2020).  
 
The new guideline by the UN sets a benchmark for automotive manufacturers in terms of 
performance requirements of the vehicle and the requirement for regular audits of vehicle’s 
IT, hardware and software security. This is the first ever binding and harmonized international 
standard or regulations in the automotive sector. Specific measures are required to be taken 
by automotive makers as per the UNECE regulations such as managing the cyber-threats to 
automobiles, reducing the risk around the value chain by securing the vehicle in the design 
development stage, detection and defence against intrusion for the whole fleet of vehicles 
and, secure software and hardware updates and the creation of regulatory framework for 
Over The Air (OTA) updates (Escrypt and KPMG, 2020).  
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These new regulations is said to be compulsory by UN in order to attain the approval and also 
paves a framework for automotive industry, which will help automakers in managing security 
risk in the design stage, verification that the risks are tested and handled properly, regular 
risk assessments, monitoring security attacks and effective response to them, attempted or 
successful attacks ’support analysis and dynamic assessment and response to security threats 
in order to deal with the new vulnerabilities and threats. Homologation authorities and 
National technical services will audit the automakers in order to see if they fulfil these 
requirements (Marty, 2021).  
 
Most secure and encrypted systems available in present times are those that can withstand 
scrutiny—in other words, cryptography algorithm and security specifications that don’t need 
to be kept secret and are instead freely available in the public domain. A variety of 
specification initiatives are ongoing or have matured enough to be adopted as a standard 
within the automotive engineering industry. For example, the Secure Hardware Extension 
(SHE) specification, which was created by Escrypt for luxury car brands like BMW and Audi in 
partnership with the HIS Working Group in the year 2008 with the support of Freescale, is 
now accepted as a standard for security in automotive industry. The SHE standard specifies a 
collection of functions and an application programming interface (API) that enable a secure 
zone to interact with any electronic control unit in automobiles. These characteristics assist 
to increase flexibility while lowering expenses. The design of the SHE implemented 
on Freescale's MPC5646C which is a single-chip microcontroller that geared towards body 
control applications, where the security functions may be employed for car and ECU theft 
prevention, such as activation of immobilizer (Stumpf, 2018).  
 
There are various projects commenced by the EU to set out the guidelines and regulations for 
the automotive industry. One of the biggest projects was EVITA6 which focused on generating 
rules for the automotive ECUs. The guidelines mostly focused on verification, designing and 
prototyping of a wide range of security architectures.  Some of the biggest automotive 
companies (such as Fujitsu, Bosch, Infineon and BMW) were involved in the EVITA project. 
The entire functionality of the EVITA project revolved around the three stages of hardware 
security methods - i.e., complete, medium and light. It also defines complex parameters and 
functions for handling and controlling security keys as well as decryption and encryption of 
procedures. The entities that were involved in the EVITA project, later launched a new project 
name PRESERVE, the aim of this project was developing, implementing and testing a 
measurable security subsystem for vehicle to infrastructure and vehicle to vehicle application 
which was later called V2X (EVITA, 2011).  
 
An example of a security standard and regulation, covering both software and hardware 
security in the automotive sector, was developed by National Institute of Standards and 
Technology (NIST): the Federal Information Processing Standards (FIPS). FIPS introduces four 
level security systems ranging from level one to level four. Level one single security system 
that has no requirement for physical security, whilst level four security consists of protection 
against the environmental attacks such as temperature and voltage (Soja, 2014).  
 

                                                
6  See https://evita-project.org  

https://evita-project.org/
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The UK government has also set out some regulations and guidelines to be followed by the 
automotive industry. They have made it strictly essential for every party that is involved in 
the manufacturing supply chain, retailers, senior level executives, engineers and designers. 
Everybody involved in the automotive industry in the UK is provided with a set of guidelines 
and regulations that need to be followed.  The Centre for the Protection of Natural 
Infrastructure (CPNI) in conjunction with the UK Department of Transport have set out the 
guidelines which are to be treated as regulations.  Table 2 contains the regulations, guidelines, 
and standards for the automotive industry (HM Government, 2017). 
 

Regulation/Standard Brief Description 

SAE J3101 Hardware-protected security requirements for ground vehicle 
applications. 

SAE J3061 Implementing cyber physical vehicle systems and cybersecurity 
guide for implementation. 

ISO 12207 Systems and software engineering – software lifecycle processes. 

ISO 15408  Specifies a model for evaluating security aspects within IT and 
Evaluation of IT security. 

ISO 9797-1 Message authentication codes: security approaches – defines a 
paradigm for secure message authentication codes based on 
block cyphers and asymmetric keys. 

ISO 27001  Information security management system 
ISO 27002 Code of practice – security – provides recommendations for 

information management. 

ISO 27010 Information security management for inter-sector and inter-
organizational communications. 

ISO 29119 Software testing standard. 

ISO 27034 Application security techniques – guidance to ensure software 
delivers necessary level of security in support of an organisations 
security management system. 

ISO 29101  Privacy architecture framework. 

ISO 27035 Information security incident management. 

DEFSTAN 05-138 Cyber security for defence suppliers. 

NIST 800-30 Conducting Risk assessment.  

NIST SP 800-50  Building awareness and training programs for the information 
technology security.  

NIST 800-88 Guidelines for media sanitization.  

NIST SP 800-61 Computer security incident handling. 
(Source: UK Department of Transport) 

 
Table 2:  Regulations, Guidelines and Standards for the Automotive Industry. 

https://www.gov.uk/government/publications/principles-of-cyber-security-for-connected-and-automated-vehicles/the-key-principles-of-vehicle-cyber-security-for-connected-and-automated-vehicles
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5. Case example: Fintech Sector 
 
Emergent technologies, including artificial intelligence, big data, robotic process automation, 
and blockchain, are innovating the way in which financial services are delivered. When 
applied to the financial services these are collectively termed Financial Technologies or 
‘fintech’. The Financial Stability Board defines fintech as 'technologically enabled financial 
innovation that could result in new business models, applications, processes or products with 
an associated material effect on financial markets and institutions and the provision of 
financial services’ (FSB, 2017).  Since its appearance in the 21st Century, fintech has been 
growing progressively, and EY (2019) has estimated that one-third of consumers regularly use 
at least two or more related services. 
 
The adoption of fintech offers effectiveness, efficiency, convenience, and transaction process 
benefits (Ryu, 2018) for customers. Economic benefits include lower transaction and capital 
costs compared with traditional financial service (Mackenzie, 2015). Convenience benefits 
include flexible access to financial services, enabling consumers to use smartphones and 
tablets to manage their finances at any time and from any location (see for example Okazaki 
and Mendez, 2013). Transaction process speeds up rates of approval compared with 
traditional financial services, e.g., approval process generally completed within 24 hours. 
 
Benefits aside, the adoption of fintech also implies risks. The risks can be classified into 
financial, legal, security, and operational (Ryu, 2018). Financial risk describes the potential for 
financial losses. Legal risk refers to the lack of a single and universal regulatory framework for 
fintech, despite the global scale in which the sector operates. Security risk and operational 
risk describe all potential failures and losses originating from fraud or cyber criminals or from 
inappropriate internal processes within fintech companies.  
 
Consequently, fintech, policy makers as well as industrial regulatory authorities are 
introducing a growing number of instruments aiming at regulating the sector and controlling 
the risks without compromising the potential benefits for customers and for the economies 
more in general.  
 
The regulatory framework is complex, with different countries adopting different regulation 
and with various aspects in need of dedicated and specific regulation. While several reviews 
covered the regulatory framework for fintech related activities (see e.g., Crisanto et al., 2021; 
Restoy, 2021), the hardware side and the technologies enabling fintech received less 
attention, and reports describing the overall regulatory framework for hardware security in 
fintech is missing. 
 
The next section introduces fintech and clarifies the difference and the relationship between 
related activities, enabling technologies, and policy enablers. Subsequent sub-sections 
introduce the international regulatory landscape for fintech, with a specific focus on 
hardware security.  
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5.1. The international regulatory landscape for fintech 
 
Several international organisations have proposed taxonomies and theoretical frameworks 
for the characterisation of fintech environment, related activities, technologies, and policy 
enablers. The Financial Stability Institute published a cross-country overview on the policy 
responses to fintech (Ehrentraud et al., 2002), focusing on the seven fintech activities (Digital 
banking, fintech platform financing, robo-advice, digital payment services, e-money services, 
Insurtech business models, financial activities related to crypto-assets) and on the six enabling 
technologies (application programming interfaces (API), artificial intelligence (AI), machine 
learning (ML), biometric-based identification and authentication (biometrics), cloud 
computing (CC), distributed ledger technology (DLT), 4G/5G) identified in their framework. 
This report considers the hardware security regulation at the nexus of fintech activities and 
enabling technologies. They argue that the policy response changes depending on the specific 
activity considered.  
 
Digital banking is regulated in most jurisdictions by existing banking laws and regulations, 
with specific regimes in only a few jurisdictions. Fintech platforms face requirements that 
depend on the activities performed; the parties involved, and the risk management approach. 
Robo-advice has the same regulatory treatment that traditional advisers receive in most of 
the surveyed jurisdictions. Digital payment services and E-money services are regulated by 
fintech-specific regulations, because of the amount of risk involved. Specific regulations vary 
depending on the role and service provided. Insurtech business models have no specific 
licensing regimes or requirements, while regulatory and policy responses to crypto assets are 
considerably different among the different jurisdictions.  
 
The report highlights how policy response changes depending on the specific technology 
considered. Application programming interfaces are regulated essentially with respect to 
granting access to data. Examples of this regulation in the EU are the Regulatory Technical 
Standards on strong customer authentication and secure communication under PSD2 (EBA, 
2018). Cloud computing is regulated in most jurisdictions through specific requirements on 
themes that include outsourcing, governance, risk management and cyber security. These 
requirements are often the results of a modification or a clarification of existing regulation. 
Only very few jurisdictions have issued specific regulations on distributed ledger technology, 
and similarly there are no specific regulatory requirements for the use of machine learning 
and artificial intelligence by financial institutions. 
 
ENISA’s Minimum Security Measures for Operators of Essentials Services7 guidance includes 
banking and finance into the essential services list, alongside critical national infrastructure 
such as water and electricity supply. Consequently, the Directive on security of network and 
information systems8 (the NIS Directive) becomes applicable which defines common security 
measures in terms of incident reporting and security measures for the Operators of Essential 
Services and Digital Service Providers. 
 
                                                
7  See https://www.enisa.europa.eu/topics/nis-directive/minimum-security-measures-for-operators-of-

essentials-services 
8  See http://eur-lex.europa.eu/legal-

content/EN/TXT/?uri=uriserv:OJ.L_.2016.194.01.0001.01.ENG&toc=OJ:L:2016:194:TOC  

https://www.enisa.europa.eu/topics/nis-directive/minimum-security-measures-for-operators-of-essentials-services
https://www.enisa.europa.eu/topics/nis-directive/minimum-security-measures-for-operators-of-essentials-services
http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.194.01.0001.01.ENG&toc=OJ:L:2016:194:TOC
http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.194.01.0001.01.ENG&toc=OJ:L:2016:194:TOC
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5.2. The UK general regulatory landscape for fintech 
 
In the UK fintech is not governed by a single regulatory framework, and the firms that carry 
on activities such as consumer credit, banking, and advising on investments will be authorised 
and regulated by one or more of the following bodies (GLI, 2020): 
 
- The Financial Conduct Authority (FCA) - an independent public body funded entirely by 

the firms that it regulates that pay fees. It is accountable to the Treasury, which is 
responsible for the UK’s financial system, and to Parliament. It aims to ensure that the 
relevant markets function well and through three operational objectives: protect 
consumers, protect and enhance the integrity of the UK financial system, and promote 
effective competition in the interests of consumers. The FCA acts as conduct regulator for 
nearly 60,000 financial services firms and financial markets in the UK and the prudential 
supervisor for 49,000 firms, setting specific standards for 19,000 firms. It aims to make 
markets work well – for individuals, for business, large and small, and for the wider 
economy. Any firm which carries on regulated activities by way of business in the UK will 
need to be authorised and regulated by FCA9. 
 

- The Bank of England (BoE) – the UK’s central bank that must answer to the people of the 
UK through Parliament. It produces banknotes (cash), oversees many of the other 
payment systems, keeps the cost-of-living stable changing the main interest rate in the 
UK. Moreover, through the Prudential Regulation Authority (PRA), it regulates UK banks 
and other financial firms so that they are safe and sound10.  

 
- HM Treasury (HMT) - the government’s economic and finance ministry, maintaining 

control over public spending, setting the direction of the UK’s economic policy and 
working to achieve strong and sustainable economic growth 11 . HMT sets the policy 
surrounding financial services and works closely with BoE, FCA and PRA to maintain and 
develop the UK’s financial services legislative and regulatory framework. 

 
The nature of the fintech activities as well as the scale and size of their business will determine 
the relevant regulatory framework from the UK regulators. In general terms, the Financial 
Services and Markets Act 2000 (HM Treasury, 2018) is a key part of the UK’s legislative 
framework for financial services regulation, which sets out the activities and entities that fall 
within the scope of UK financial services regulation. These activities are regulated and 
supervised by the two main financial services regulators: the FCA and the PRA. The legislation 
also provides the financial services regulators with the necessary functions and powers to 
grant authorisation to firms, to supervise their activities, and to enforce financial services 
requirements. These rules are detailed within the FCA Handbook of Rules and Guidance and 
the PRA’s Rulebook.  Fintech firms willing to operate in the sector will need to identify the 
relevant rules for their business and comply with them. A failure to do so could result in 

                                                
9  See https://www.fca.org.uk/about/the-fca  
10  See https://www.bankofengland.co.uk/about  
11  See https://www.gov.uk/government/organisations/hm-treasury/about  

https://www.fca.org.uk/about/the-fca
https://www.bankofengland.co.uk/about
https://www.gov.uk/government/organisations/hm-treasury/about
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significant fines and, for individuals, potential prohibitions from working in the industry 
altogether.  
 
While, generally, the FCA and PRA’s rules are technologically neutral, the rise in the number 
of fintech firms in recent years has led to two important regulatory developments: greater 
clarity on regulatory approach to crypto assets and within the context of Project Innovate.  
Launched by the FCA in October 2014, includes three core innovation initiatives: 
 

1) The Regulatory Sandbox: ’a safe space where both regulated and unregulated firms 
can experiment with innovative products, services, business models and delivery 
mechanisms without immediately incurring all the normal regulatory consequences 
of engaging in such activity’ (HM Treasury, 2017). 
 

2) The Advice Unit: ‘to provide regulatory feedback to firms developing automated 
advice models with the potential to deliver lower cost advice to unserved or 
underserved consumers, following the Financial Advice Market Review (FAMR). The 
Advice Unit focuses on models in the investments, protection and pensions sectors’ 
(HM Treasury, 2017). 

 
3) The Innovation Hub: ‘helps new and established businesses (both regulated and non-

regulated) introduce innovative financial products and services to the market. There 
are no restrictions on the areas of financial services covered by the Innovation Hub: 
firms innovating in mortgages, capital markets and pensions can all access the 
Innovation Hub for help in introducing their products to market. The Innovation Hub 
also performs a horizon-scanning role by identifying recent technologies and areas 
where the regulatory framework needs to adapt to enable further innovation in the 
interests of consumers’ (HM Treasury, 2017). 

 
Since issues relating to cryptocurrencies were raised throughout our consultations with the 
sector stakeholders, it is also relevant to give some attention to the regulatory frameworks 
relating to Virtual Financial Assets.  The systemic risks posed by cryptocurrencies have grown 
as a concern for member states of the G20, a key objective of which is to maintain secure and 
sustainable growth of the global financial system.  In the UK, Cryptocurrencies have been 
divided into regulated and unregulated instruments. The UK has not published first-hand 
legislation to regulate the crypto space, instead extending its existing directives to neutralise 
challenges. For crypto assets to be regulated like the broader financial services sector in the 
UK, they must fall within the scope of the Financial Services and Markets Act 2000 (FSMA), or 
under the Payment Services Regulations 2017 (PSR) and the Electronic Money Regulations 
2011 (EMR).  
 
The Fifth EU Money Laundering Directive (5MLD)12 came into force in January 2020, and has 
been integrated into the Money Laundering and Terrorist Financing and Transfer of Funds 
(Information on the Payer) Regulations 2017. The directive clearly holds ‘custodian wallet 
providers ’and ‘virtual currency exchanges ’accountable to the stipulations under 5MLD. 

                                                
12  See https://ec.europa.eu/info/business-economy-euro/banking-and-finance/financial-supervision-and-risk-

management/anti-money-laundering-and-countering-financing-terrorism_en  

https://ec.europa.eu/info/business-economy-euro/banking-and-finance/financial-supervision-and-risk-management/anti-money-laundering-and-countering-financing-terrorism_en
https://ec.europa.eu/info/business-economy-euro/banking-and-finance/financial-supervision-and-risk-management/anti-money-laundering-and-countering-financing-terrorism_en
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While the regulatory instruments mentioned above do not necessarily link directly to 
hardware   5MLD has overlooked crucial members within the cryptocurrency market. For 
instance, miners have the required skills and capacity to initiate openings for invaders to 
exploit and facilitate conditions for ML/TF. As key actors, they have the potential to join 
investments through the mining industry, which can be later sold for fiat currencies. This is 
an attractive opportunity for offenders to convert funds into cash holdings. Likewise, mining 
cryptocurrencies in the UK is legal, as no tailored legislation exists to regulate such activity. 
Therefore, miners should be included in the scope of regulation to enhance the AML/CTF 
accountability. As such, mining activity presents a blind spot in the legislative frameworks 
which may cause concerns attributable to hardware security considerations within the 
cryptocurrency regulatory space. 
 
5.3. Fintech Hardware security 
 
In addition to the described standards that refer to fintech in general, there are some 
regulatory frameworks that are relevant to IoT products, and therefore affect the security of 
hardware introduced in the market by fintech firms. There are three main regulations worth 
mentioning (IoT Security Foundation, 2020): 
 

▪ The Data Protection Act 2018 (DPA) controls how personal information is used by 
organisations, businesses or the government, and it is the UK’s implementation of the 
General Data Protection Regulation (GDPR) 13 . Among other provisions, the DPA 
includes requirements related to automated decision-making to protect the subject’s 
rights from decisions with legal or ‘significant’ impact. This may be particularly 
relevant to fintech providers as fintech products and services can offer automation as 
a service for consumers or the providers’ business model. 

 
▪ The Consumer Rights Act 2015 (CRA) in 2015 aims to ‘consolidate, modernise and 

simplify consumer protection law in the UK’14. The act includes a new section on 
consumer rights regarding digital content, that is particularly relevant to fintech 
providers. Indeed, fintech providers may be liable for damages from low quality digital 
content like malware (IoT Security Foundation, 2020).  

 
▪ The Digital Economy Act (DEA) is particularly relevant to fintech providers because 

they are subject to information sharing and processing requirements, and because 
their devices might receive marketing materials and spam subject to additional 
requirements (IoT Security Foundation, 2020). 

 
Further, Regulation (EU) No 910/2014 of the European Parliament and of the Council of 
23 July 2014 on electronic identification and trust services for electronic transactions in the 
internal market and repealing Directive 1999/93/EC applies to customer identity checks 
performed based on “documents, data or information from a reliable and independent 
source”. It covers areas of hardware and software required for identity verification (e.g., 

                                                
13  See https://www.gov.uk/data-protection for details. 
14  See https://www.cms-lawnow.com/ealerts/2015/10/financial-services-and-the-consumer-rights-act-2015  

https://www.gov.uk/data-protection
https://www.cms-lawnow.com/ealerts/2015/10/financial-services-and-the-consumer-rights-act-2015


 

30 

smart cards, digital signatures, ‘electronic seal creation device ’- configured software or 
hardware used to create an electronic seal; etc.). The main implication for hardware is the 
requirements for interoperability across EU states where cross-border online services are 
used, needing secure electronic identification and authentication. 
 
The Revised Directive on Payment Services (“PSD2”) helps enhance security by including 
multifactor authentication for online European payment card transactions while promoting 
the development of innovative online and m-payments. The following authentication 
requirements are found in PSD2: 
 

• requirements for a strong customer authentication and secure communication;  
• elements which dynamically link transactions to specific amount and specific payee;  
• clear synergy with the 4th AML Know Your Customer (“KYC”) / Customer Due 

Diligence (“CDD”) requirements.  
 
The US based 3DS2 meets the PSD2's authentication requirements by having support for 
biometrics and one-time passwords. It also integrates with mobile device authentication 
solutions such as Apple Pay. 
 
Recent regulatory changes have been aimed at personal data protection. While not directly 
related to hardware security, but focussing on information processing practices, there are 
areas where hardware may be compromised by adversaries leading to loss of personal data.  
Examples of novel Privacy Regulations are: GDPR, CCPA, PIPEDA, POPI, LGPD, HIPAA, PCI-
DSS. E.g., PCI-DSS, relates to the assurance provided to end users and financial organisations 
that the risk of losses due to cyber threats are minimised. One particular area relevant to 
hardware security is the role that Hardware Security Modules (HSMs) play in ensuring PCI-
DSS compliance. This is an instance where software and hardware security (and respective 
regulation) are closely intertwined. Cryptography in financial transactions ensures endpoint 
authentication, transaction integrity and PIN verification; this process uses HSMs to ensure 
confidentiality, integrity and availability of the keys and transaction data. The role of HSM 
consists of generating and storing cryptographic keys compliant with FIPS 140-02 standards. 
As such, while the PCI-DSS regulatory instrument does not dictate constraints on hardware 
security, it does affect devices which support transaction processing and other operations.  
 
5.4. Counterfeit Hardware Threat Landscape  
 
Being the top industry targeted by cyber-attacks, reports show the escalating costs spent on 
fintech technology as the percentage of gross revenue reaching at least 7%, the highest 
among all sectors of the economy (Eliot and Santos, 2011). Not only heavily affected by the 
direct losses of cyber threats, the financial industry is also adversely impacted by both direct 
losses and additional costs of cyber security overheads. Hardware threats have been known 
for decades to the sector. As the supply chains grow and manufacturing is largely outsourced, 
the threat becomes more complex and challenging to detect. The counterfeit typology, 
illustrated in Figure 5 shows the extent and variety of vulnerabilities introduced through 
counterfeits into the financial systems worldwide (Guin et al., 2014).   
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(Source: Guin et al., 2014) 

 
Figure 5:  Typology of hardware counterfeit threats. 

 
Countering counterfeit threats, the European Union and associated countries are working on 
the introduction of hardware certification schemes. For example, the ECHO Cybersecurity 
Certification Scheme developed by the EC, is a product-oriented cybersecurity certification 
scheme, supporting security requirements for sector-specific and inter-sector security 
requirements. According to the EU proposed scheme: ‘Components are the basis for any 
electronic connected device. Certain security levels can only be achieved using certain 
certified components. A device can be characterised by its software and hardware. So, the 
evaluation could be performed by different stakeholders mainly because those products 
could have been manufactured by different entities, each one specialized on a component of 
the product itself.’ This effort is aimed at harmonising approaches to hardware security level 
assurance but will take some time to go through the legislative process and be accepted EC 
wide.  
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6. Stakeholder Engagement and Fintech Workshop Summary. 
 
Throughout the literature review and analysis, key stakeholder dialogue provided valuable 
input into the process of literature search and validation of the analysis included into the final 
report. At the outset of the project, an opening conversation with one of the largest 
manufacturers of components for industrial connectivity. Encompassing 14 different brands, 
the organisation designs, manufactures and markets a comprehensive portfolio of 
networking, security and connectivity technologies and products across a variety of industrial, 
enterprise and professional broadcast markets. Specifically, the expert interview was held 
with the office in France and the guidance by the French National Agency for the Security of 
Information Systems (ANSSI) has been identified as the core set of best practices 
recommended for IoT connectivity appliances in this geography. These devices are 
manufactured for the wider transport industry (for example, controlling bridges, railroads and 
traffic lights). It is worth noting that professionals solely focussing on hardware security were 
challenging to locate, which was one of the interview conclusions. We relied on quality 
interactions with the key stakeholders and pursued leading professionals within the 
industries selected for the case studies.  
 
Further, the automotive sector cyber security architects and GRC experts were approached 
via the link with the Information Systems Audit and Controls association. Two senior 
professionals from the UK/German car manufacturing alliance have been interviewed. At the 
initial stage, we received the information on the sources of regulatory documents which 
formed the basis for the discussion in Section 4. In the second round, the use case draft was 
reviewed by the experts and expanded by incorporating their feedback. Finally, the last 
iteration with the stakeholders involved gathering their views on the ways DSbD practices 
could be integrated in the field, which are reflected in the conclusion.  
 
Wider discussions were held with the representatives of self-regulated sectors, such as 
defence. Their reflections were summarised in a series of emails, which informed conclusions 
about developing and adopting best practices in hardware security.  
 
One of the key opportunities for stakeholder input into the regulatory analysis was the 
Fintech Workshop, held virtually via MS Teams.  Leading experts in Governance, Risk and 
Compliance (GRC) working across the financial sector, technology and regulatory/trade 
association bodies were invited by targeted emails to attend the workshop. The invitation 
was also posted on LinkedIn via the Describe Hub+ group.  
 
The Appendix contains details of the session plan and delivery materials for the session, and 
the discussion themes were introduced in accordance with this.  As the UK financial sector is 
highly regulated, discussions around further introduction of regulatory frameworks have 
been extensive, while some elements of the conversation have touched upon areas 
connected to the emergent technologies which were outside the hardware context.  An 
example is the theme of cryptocurrency, which is not directly relevant to the target topic, but 
which the participants were keen to explore. This additional theme has been added to the 
fintech use case in Section 5 and contextualised within the hardware-related regulation (or 
the lack of thereof).  
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It emerged that separating hardware/DSbD and software perspectives on regulation would 
be challenging as the software/hardware regulation perimeter is not clearly delineated.  
 
As such, the material below is structured to reflect the discussion that took place, with the 
main sections aligning to the key themes that the workshop convenors introduced, and with 
the individual sub-sections then reflecting the topics raised and debated by the participants. 
 
6.1. Recognition of existing ‘regulation ’in hardware security  
 
In assessing the nature of existing legislation, participants were asked to consider 
contemporary legislation relevant to the fintech industry, specifically related to the use, 
procurement and overall security of hardware, along with the motivation behind the 
formulation and design of these regulations and their protective qualities. In traversing these 
tangents, participants characterised the contemporary regulatory environment as 
encompassing both national level legislation and industry standards, both of which were 
considered to be reactive. 

 
6.1.1. Isolating Hardware Security from Software Security Regulations 
 
Attendees asserted that, as hardware is becoming increasingly software driven, it is difficult 
to distinguish between hardware and software when considering the contemporary 
regulatory environment. Secure chips, for example, are often driven by software developers, 
and remain secure through periodic software updates. In terms of regulations, secure by 
design assesses the security of the default state of equipment, entailing the people, process 
and overall technology (including hardware and software) involved in the design of a 
particular system. Omitting software security was likened to selling intruder alarms to a 
customer who has no locks, doors or windows – meaning that, however secure a given piece 
of hardware is, it remains vulnerable to exploitation if it is used to run vulnerability-laden 
software. 
 
Cumulatively, while participants conceded that hardware security is a priority consideration 
when procuring hardware to run your software, it was asserted that, as hardware becomes 
ever-more reliant on software, and the move towards cloud environments continues to 
accelerate, any discussion of hardware security must encompass software in some capacity. 
 
6.1.2. Legislation and Industry Standards  
 
Discussions indicated that the contemporary cyber security environment within the fintech 
industry is not only defined by national-level legislation, but also industry standards. The key 
differentiator between these forms of industry regulations is that while national legislation is 
mandatory, industry standards, while effective for corporate marketing, are ultimately 
voluntary. Participants provided GDPR and the Financial Services and Markets Act (2000) 
(data protection and cryptocurrency respectively) as key examples of national level 
legislation, and pointed towards ‘Secure by design ’and ISO/IEC 24643 regulations as relevant 
industry standards. Further, participants contended that there are few regulations that relate 
to hardware security alone. Directly applicable legislation consists of a ‘woolly’ interpretation 
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of GDPR and how compliance is achieved, along with the necessity to procure hardware that 
is ‘secure by design’ to store proprietary data or run corporate software. 
 
 
6.1.3. Reactive approach 
 
Participants contended that hardware security regulations in the fintech industry 
predominantly are reactive, entailing direct legislative responses to attack vectors deployed 
by threat actors. Reactive cyber security methods are not highly effective in preventing, or at 
least detecting and isolating known attack vectors, but fall short in addressing the inevitable 
emergence of new vulnerabilities and fostering secure operations in the first instance.15 The 
concept of ‘Secure by design’ was highlighted as one of the lone proactive regulatory 
initiatives in the fintech security domain, and perhaps the cyber security domain more 
generally. 
 
6.2. Usage and impact of current regulation 
 
Participants were asked to discuss the awareness of and compliance with existing regulations, 
regulations they used on a day-to-day operational basis and to identify those which had the 
most significant impact on everyday operations. Overall, it was assessed that there is 
insufficient awareness of the nature and importance of cyber security regulations and 
standards in the fintech industry, and that regulations are generally utilised selectively, while 
customer experience and the financial bottom-line take precedence. 
 
6.2.1. Insufficient Awareness 
 
Despite considerable advances and investment in both the cyber security domain and 
regulatory environment, attendees contended that insufficient awareness of the fast-paced 
technology remains rife across the fintech industry. This, in part, stems from the failure of 
regulatory bodies to keep up with the face-paced technological change and development 
across the cyber security and fintech domains. Once legislation has caught up with a specific 
attack vector or capability, the cyber security threat landscape has often moved on. 
 
Attendees also indicated that the sheer quantity of, often contradictory, international cyber 
security regulations in the fintech industry as contributing to an overall lack of awareness. 
Awareness of a particular granular regulation or piece of legislation is often contingent on 
whether relevant bodies have signed up, or their involvement in discussions surrounding its 
conception.  
 

                                                
15  Sentient Digital Inc. (2020). Proactive vs Reactive Cyber Security for your business. (Available at: 

https://www.entrustsolutions.com/2020/11/13/proactive-vs-reactive-cyber-security/). 
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On the consumer side, participants highlighted the constant and sometimes incessant barrage 
of regulations within terms and conditions as fostering a degree of desensitisation to the 
terms that they are agreeing to16. 
 
6.2.2. Drivers of compliance 
 
Participants postulated that, despite the rapid growth in cyber fraud and exploitation in the 
fintech industry, industry compliance with hardware security regulations is ultimately driven 
by the principle of ‘good enough’ security and a rudimentary cost-benefit analysis – with 
regulations imposing financial penalties for non-compliance. 
 
Attendees emphasized that compliance is not derived from an innate corporate desire to do 
good or protect customer data, but rather the path of least resistance and cost17. While 
benefits of a cheaper purchase are tangible (i.e., spending less money), the benefits of 
choosing a more secure and expensive option are comparatively intangible, characterised by 
the probability of a loss or a breach occurring as a result of a cyber-attack, instead of a 
definitive and certain value. Achieving a regulatory environment not driven by cost 
considerations was considered as near ‘blue-sky’ ’thinking. 
 
These cognitive heuristics manifest in the fintech industry through corporations, 
organisations and consumers prioritising the procurement of cheap and ‘good enough’ 
security hardware to meet minimum compliance standards, rather than prioritising security. 
Consequently, regulations prescribing a monetary penalty for non-compliance have achieved 
the greatest success. Indeed, in terms of GDPR, participants contended that organisations 
would adopt the path of least resistance if financial penalties were omitted.  This also creates 
problems in constructing future regulations. Fintech corporations primarily seek to engage 
with economies of scale, while catering to the consumer demand for convenience over 
security. Future regulations must therefore balance impositions of security practice with the 
enduring necessity for fintech companies to meet the consumer demand for ease-of-use and 
convenience. 
 
6.3. Suitability and sufficiency of existing regulation 
 
Attendees were asked to consider whether existing regulations were sufficient in terms of 
their content, coverage and overall utility, whilst also indicating whether any regulations are 
outdated or not fit for purpose. Participants found existing regulations to be often 
contradictory and lacking agility, resulting in a lack of overall awareness of the holistic 

                                                
16  Faced with the choice of agreeing to the terms presented or sacrificing their capacity to use a given piece 

of software/hardware, consumers will, more often or not, agree to the terms regardless of their content, 
prioritising convenience over security. A Deloitte survey of 2,000 US consumers in 2017, for example, found 
that 91% of people consent to terms of service without reading them, with this number rising to 97% for 
the 18-34 age demographic. In short, the swathes of regulations within terms and conditions have fostered 
numbed and unquestioning consumer compliance, and, ultimately, a glaring lack of awareness of what is 
being agreed to. 

17  In accordance with prospect theory – when individuals are contemplating purchasing a product or level of 
service, they are highly susceptible to cognitive biases, with decisions driving by risk and loss-avoidance 
rather than rationality.  
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regulatory landscape and legislation that is not fit for purpose (within the context of the 
participants’ experience).  
 
6.3.1. Contradictory Regulations 
 
In assessing the suitability of existing regulations, participants reiterated the pervasive 
contradictions across standards and legislation. The financial services and fintech industry are 
so large that, if a new piece of legislation is released, not all companies have to sign up to it, 
leaving room for unaddressed vulnerabilities. Moreover, regulations are also often unique to 
national contexts, consisting of a microcosm of nuanced socio and geo-political contexts. 
Together, this formulates a regulatory environment saturated with a plethora of standards 
and regulations with inconsistent subscription and fragmented into national socio-political 
microcosms. 
 
Those from the regulatory body background mentioned that tangible consequences of this 
environment include the capacity for financial dispute resolution services, including the 
Financial Ombudsman Service, to draw upon swathes of granular, and sometimes obscure, 
legislation on behalf of a corporation or customer to resolve a case, which defendant or other 
relevant parties may not have had any knowledge of prior to entering into an agreement. 
 
6.3.2. Insufficient Regulatory Agility 
 
Hardware security regulations in the fintech industry are often outdated, as the regulatory 
environment cannot keep up with the pace of hardware innovation and development.  
 
The rapid technological development in the digital and technology industry is both a blessing 
and a curse. Whilst enduring innovation provides a consistent stream of convenience-
inducing technologies for consumers, regulatory bodies are currently being outpaced by a 
significant margin. As the enactment of new legislation requires consensus across a wide 
variety of regulatory bodies, technology simply moves at a far greater pace than regulations 
can be enacted. Though. Not directly related to hardware, an observation was made that 
currently, for example, there is no specific law for cryptocurrency in the UK, relying upon the 
Financial Services and Markets Act (2000) and other e-money regulations from 2011 to 
regulate the market. Resultantly, legislation is frequently outdated and consequently not fit 
for purpose. 
 
Industry standards, unburdened to a degree with the bureaucratic processes endemic to 
legislative regulations, are far more agile. While standards are by no means keeping pace with 
technological innovation, they provide a richer picture of the fundamental industry direction 
of travel and are able to react far quicker to the changing cyber security landscape. As 
voluntary agreements, however, industry standards lack the tangible punitive incentive 
provided by national and international legislation. 
 
6.4. Moving forward 
 
In this concluding section, attendees were invited to discuss ways in which the regulatory 
environment can be improved, and whether the solution resided with the enactment of 
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stronger and more severe regulations. Participants highlighted the harmonisation of 
standards and regulations and enhanced monitoring as possible ways in which the hardware 
security regulatory could be improved, and critiqued the effectiveness of enhancing the 
severity of regulations in improving overall compliance and security. 
 
6.4.1. Harmonisation of Standards and Regulations 
 
A common trope in discussions was the necessity for unilateral harmonisation of hardware 
security standards across industry sectors. Formulating holistic approaches to cyber security 
in the fintech domain is immensely complex while each nation constructs their own 
regulations. Nation-states often, for example, have their own data protection regulations, 
which, while sharing much of the regulatory content with GDPR (around 80% in some cases), 
is distinguished by often granular nuances, influenced by differing national socio-political 
contexts. This makes cross-compatibility extremely difficult. 
 
Participants highlighted harmonisation as essential to tackling emerging threats to secure 
operations in the fintech industry18. Participants considered unilateral cooperation in raising 
the minimum encryption requirements for systems in the fintech sector as the most effective 
approach in enhancing resilience and combatting this threat. 
 
Attendees, however, questioned whether the global harmonisation of regulations was 
realistic, or utopian. Conceptualisations of cyber security concepts holistically are derived 
from unique geopolitical and social contexts that are associated with the contemporary socio-
political environment in each given nation, which are often ideologically incompatible with 
each other. Indeed, the inability to formulate a unilateral vaccine policy, characterised instead 
by self-interest and vaccine hoarding,19 suggests that a coordinated and consistent approach 
to hardware security may be unlikely20. 
 
This fragmentation was illustrated using blockchain technology as an example. In 
cryptocurrency, blockchain obscures the origins of transactions, and the general movement 
of currency. While this enhanced privacy and anonymity may be beneficial on the individual 
level, this may also facilitate anonymous fraud and tax evasion, becoming increasingly 
problematic as cryptocurrency is adopted more widely. In tackling this issue, certain countries 
may prioritise anonymity in the blockchain, whilst others may prioritise tracing transactions 
to prevent fraud and tax evasion. These approaches are incompatible, and may inhibit 
initiatives to achieve a unilateral regulatory solution. 
 

                                                
18  Quantum computers, for example, can rapidly crack existing industry standard EMV encryption standards. 

If threat actors are able to develop quantum computing capabilities, most likely at the nation-state level, 
this risks the confidentiality, integrity and availability of the global financial system.  

19  World Health Organisation (WHO) (2021). WHO Director-General’s opening remarks at the 148th session of 
the Executive Board. (Available at: https://www.who.int/director-general/speeches/detail/who-director-
general-s-opening-remarks-at-148th-session-of-the-executive-board). 

20  For example, western nations may be concerned about Chinese hardware brands for fear of backdoors put 
in by the Chinese government, whereas Chinese companies may similarly suspect American hardware for 
fear of backdoors put in by the NSA. 
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6.4.2. Enhanced Monitoring of Transactions 
 
There was consensus that greater monitoring and recording of individual transactions in real 
time would enhance the effectiveness of existing legislation. If the entire transaction process 
can be digitalised in real time, and transactions traced to their origin, the capacity for threat 
actors to carry out fraudulent activities and other financial crimes, including terrorist 
financing, would be severely hampered. In an inversion of overall industry trends – this would 
require technology to catch up with existing regulations. 
 
It was noted, however, that this system only functions effectively with unilateral buy-in. 
Universal compliance is immensely difficult to achieve across 8 billion people and 300 million 
companies. If financial institutions lack sufficient Know Your Customer (KYC) policies21, for 
example, the capacity to track threat actors conducting financial fraud or other financial crime 
is compromised. Moreover, in an integrated financial system, trust is paramount, and without 
universal guarantees that money received in transactions is legitimate in nature of origin, 
then trust breaks down, and the system collapses. 
 
6.4.3. Enhanced Regulatory Agility 
 
Attendees also highlighted that, akin to software, a consistent or periodic amendment to 
legislation is required in order to maintain hardware security resilience. A consistent update 
of legislation would also encompass adding layers to organisational defensive posture, 
facilitating Defence in Depth. 
 
This can only be achieved if legislation maintains pace with technological innovation and 
attack vectors employed by threat actors. Further, participants suggested that this had 
greater probability of success if channelled through voluntary compliance with industry 
standards grounded in empirical research. 
 
6.4.4. Is more severe legislation realistic? 
 
Participants questioned the degree to which enhancing the severity of legislation, for example 
in the form of expanding and enhancing monetary fines for non-compliance, would enhance 
the overall hardware security regulatory landscape. It was asserted that regulation will always 
have to establish the lowest common denominator by which the industry must comply with, 
as compliance will never stem from corporate morality.  
 
Moreover, existing empirical research indicates that the banking sector has carried forward 
overheads for investment in both hardware and software controls and assurances in the cyber 
security domain, directed towards addressing cyber security and posture. 

                                                
21  Know Your Customer, sometimes defined as Know Your Client, is the mandatory process of identifying and 

verifying the client’s identity when opening an account and periodically over time. In other words, banks 
must make sure their clients are who they claim to be, and can refuse to open an account or halt a business 
relationship if the client fails to meet minimum KYC requirements. Source: Thales. Know Your Customer in 
Banking. (Available at: https://www.thalesgroup.com/en/markets/digital-identity-and-security/banking-
payment/issuance/id-verification/know-your-customer). 
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6.5. Recommendations and Conclusions 
 
Overall, participants identified a security regulatory environment in dire need of change and 
innovation. Hardware security, inherently intertwined with software security, is defined by 
both national and international legislation and industry standards, and is predominantly 
reactive in nature. Moreover, this regulatory environment is characterised by insufficient 
awareness and driven by rudimentary assessments of cost and the path of least resistance. 
Its effectiveness is also hindered by contradictory regulations and the sub-standard agility of 
regulatory bodies in responding to emerging threats and industry trends. To reform hardware 
security regulations, attendees advocated for the harmonisation of standards and 
regulations, enhanced monitoring of transactions and expanding transactional monitoring 
capabilities, albeit conceding that some of these aspirations may be utopian. These 
recommendations and conclusions by no means offer a panacea for rectifying the innate 
wrongs of the hardware security regulatory environment, and instead form a summation of 
a sample of industry perspectives on how the regulatory environment can be improved. 
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7. Discussion and Conclusions 
 
The project has determined that regulation in this context is difficult to specifically identify 
and can exist in many forms.  Notably, some of these forms do not have a formal regulator 
and are instead driven by what the industry itself judges to be good practice.  
 
While there are sector-specific regulations to be considered, it is notable that related 
awareness did not emerge strongly from the stakeholders’ interactions. 
 
In both the workshop and wider discussions, it proved hard to separate discussion of 
hardware and software regulation.  The delineation that exists within academia between 
hardware security and systems security, was not typically followed by the participants. For 
example, GDPR is not seen as a regulation relevant to hardware security, whereas any 
vulnerability in the hardware or the hardware supply chain that leads to leakage of personal 
data, is almost certainly insecure in a far more general context. To have industry adopt 
hardware security regulations, it may be helpful to clearly define hardware as a separate layer 
of abstraction, for the purposes of regulating it. 
 
This raises the question of how to move things forward and ensure both wider awareness and 
uptake.   Discussion during the wider industry consultation led to an observation from one of 
the contributors regarding the approach by which previous standards have managed to 
achieve uptake.  Looking at the ISO 9000 quality standards as a case in point, it was noted 
that the Ministry of Defence (MOD) was a key influencer over wider uptake, as one of the first 
organisations to set a requirement for compliance.  While it led to push back from affected 
suppliers, it was ultimately realised that meeting the standard was the only means to get an 
MOD contract, and this in turn had a knock-on impact through the supply chain.   
 
There is certainly no guarantee that cyber security will be a sufficient basis to prompt a market 
response.  This is illustrated by another MOD-related example from the same era - namely 
the VIPER microprocessor back in 1987.  VIPER was specifically designed for use in safety-
critical systems, and was claimed to be the first commercial microprocessor design to have 
been proven correct (MacKenzie, 1991).  However, it ultimately failed due to lack of market 
demand.  Looking at a modern-day security example, albeit from a non-hardware perspective, 
we can cite the relatively slow progress of the Cyber Essentials scheme22.  Despite having 
been around for over 7 years, the level of awareness remains relatively low, with the Cyber 
Security Breaches Survey 2021 suggesting that only 14% of UK businesses are aware of it 
(DCMS, 2021).  While the proportion rises to 45% and 50% in medium and large organisations, 
this is still only reaching half of them, and if this is reflecting awareness then the level of 
compliance is likely to be significantly less.  This is despite Cyber Essentials Certification being 
a requirement if organisations wish to bid for government contracts involving the handling of 
sensitive and personal data or relating to the provision certain technical products/services, 

                                                
22  See https://www.ncsc.gov.uk/cyberessentials/overview  

https://www.ncsc.gov.uk/cyberessentials/overview
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which in turn suggests that the scope of the compliance obligation is not yet broad enough to 
make a significant difference in the wider community23.   
 
The above leads to potential lessons in terms of driving the adoption for DSbD, which 
represents a level beyond that normally expressed in standards and guidance.  Unfortunately, 
factors such as current awareness and the nature of market forces clearly mean that success 
will depend upon more than it being a ‘good thing to do’.  The market – in terms of both 
technology manufacturers and adopters – will require evidence and incentive/persuasion. 
Having strong regulation prescribing DSbD could be such an incentive. 
 
The Industrial Strategy Challenge Fund has recently issued a call for business-led 
demonstrators of DSbD, with the intention of delivering products or services in which 
capability enabled hardware is shown to provide a more secure solution24.  However, while 
this will clearly be useful as part of an overall evidence base in support of DSbD, the challenge 
is not just to have exemplars to show that it works and succeeds at the technical level.  Wider 
adoption will depend upon it working more easily or more profitably, or it being encouraged 
by a different means. 
 
Given the context of this review, it is relevant to consider the implications of the findings for 
the practical DSbD initiative that Discribe is supporting, with the CHERI architecture and 
Morello demonstrator.  The CHERI architecture aims to increase security by design, by having 
a more secure chip architecture (Woodruff et al. 2014). The use of capabilities allows 
compartmentalisation, limiting the effect of security vulnerabilities. Morello provides a 
prototype implementation, demonstrating the feasibility of the architectural approach 25. 
Based on our findings it is clear that awareness of hardware security is fuzzy in at least parts 
of the industry, and it is therefore likely that the security benefits of such capability hardware 
may not be a sufficient incentive by itself. At the same time, the potential benefits of using 
CHERI for crucial components in the financial and automotive sector are clear – in both 
contexts there are critical operations that may run alongside more open (and vulnerable) 
processes. As regulation can provide an incentive for adoption, it would appear desirable to 
have some form of regulation prescribing the use of technology like CHERI for critical 
components. Such regulation can come through legislation, standardisation, or other forms 
of self-regulation. 
 
Returning the feedback from our own contributors, it was observed that an effective 
approach in other contexts has been to take a targeted approach: 
 

● Find a domain that really needs to address the risk; 
● Identify the route(s) this domain uses to ‘regulate’; 
● Identify a key user group/organisation that leads in the domain, where a potential 

solution would offer them market advantage; 
                                                
23  There are practical aspects to consider, insofar as if Cyber Essentials compliance was to become a statutory 

requirement, it would raise significant questions about the ability of many businesses to meet the level as a 
result of costs and lack of skills. 

24  See https://apply-for-innovation-funding.service.gov.uk/competition/865/overview#summary for details of 
the call for expressions of interest, which ran from March-May 2021. 

25  See https://developer.arm.com/architectures/cpu-architecture/a-profile/morello  

https://apply-for-innovation-funding.service.gov.uk/competition/865/overview%23summary
https://developer.arm.com/architectures/cpu-architecture/a-profile/morello
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● Identify key guides/standards (requirements) in the domain that should be enhanced 
or augmented, and which could be traceable to the solution(s); 

● Pursue the user group/organisation route to regulation to support the enhancement 
of the guides/standards. 

 
For our purposes, the ‘solution’ element could be capability enabled hardware as a specific 
technology, or DSbD as an underlying approach.  In either case, however, the process is easier 
said than done, but adopting a strategic approach clearly has more prospect of success than 
simply relying upon an expectation of ‘build it and they will come’.   
 
Of the specific sectors examined in this study, the automotive context would seem more 
immediately likely to provide a suitable domain.  Not only is there already significant use of 
embedded technologies within vehicles, but the current transition to CAVs has the potential 
to offer a timely opportunity to spotlight security concerns and drive the adoption of DSbD-
based approaches. 
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Appendix – Workshop materials 
 
This appendix provides details of the materials used to support the workshop activities, 
namely the plan that investigators used for structuring the session and the slides that were 
used to support the subsequent delivery. 
 
8.1. Session Plan 
 

Activity 
Indicative 

timing 

 
Introduction and scene-setting 
 

● Welcome and participant introductions 
● The DSbD programme and the Discribe Hub (very briefly) 
● The focus of our project  
● The focus of the session and the reminder of Chatham House rule 
● What we mean by ‘regulation’ in the context of hardware security.  

We can break down relevant regulation into two main categories:  
- Regulation that provides restrictions or requirements on the 

sector in question (i.e., the regulation is relevant, because the 
sector needs to follow it) 

- Regulation that provides restrictions on the organisations that 
supply hardware to the sector (i.e., the regulation is relevant, 
because the sector relies on the hardware being compliant) 

15 mins 

 
Discussion theme 1 – Recognition of regulations 
 

● What forms of regulation do the participants feel already exist that 
are relevant to this topic in terms of: 

o General regulations 
o Regulation specific to their sector 

● What threats do you think the regulation in question is motivated 
by? Does it offer some protection against these?  

15 mins 

 
Discussion theme 2 – Usage and impact of current regulation 
 

● Is there sufficient awareness and use of existing regulation? 
● Which regulations do you heavily rely on in everyday operations?  
● Which regulations that you need to follow have the most impact on 

your everyday operations? (What are the most relevant operations?) 

25 mins 
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Break 5 mins 

 
Discussion theme 3 – Suitability and sufficiency of existing regulation 
 

● Are existing forms of regulation sufficient and appropriate in terms 
of content/coverage? 

● Do you think XYZ is a useful regulation? Would your organisation 
follow it if it weren’t a regulation?  

● Are any regulations outdated (either no longer necessary, or became 
ineffective over time)?  

25 mins 

 
Discussion theme 4 – Moving forward 
 

● What would be desirable to change in the future? 
● Is there a need for more or stronger regulation? 

25 mins 

Conclusions and next steps  

● A convenor-led summary of the key points (plus inviting participants 
to add any that they felt were missed in the summary). 

● A brief outline of the plans for how the findings will be used. 
● Thanking the participants and drawing attention to the Discribe 

website as a place to watch for future developments. 

10 mins 

 
 
  



 

50 

 
8.2. Workshop slides 
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